Homework#1 Statistical Inference 111

Name: Shih Jia-Han

Problem 1

Show that C={¢,(—x,a),[a,©),Z} isasigma-field, where Z =(—o0,0).
Proof.

The properties of sigma-field are verified as follows:

1. ¢ecC.

2. ¢geC=g°=ZeC.
ZeC=Z=¢eC.
(-»o,a)eC=(—x,a) =[a,o)eC.

[a,0)eC=[a,©) =(—x,a)eC.

3. Consider a sequence c,C,,---€C.

l. If ¢;=Z forsome i then | Jc,=Z.

i=1

1. If ¢;=¢ forall i then (Jc =¢.

i=1

. If ¢,=(—o,a) forsome i, ¢, #[a,) forall i and c,=Z for all i
then Oci:(—oo,a).
i1
IV. If ¢,=[a,0) for some i, ¢,#(—o,a) forall i and c;=Z forall i
then Oci=[a,oo).
i=1
V. If ¢, =(—x,a) forsome i, ¢,=[a,0) forsome i and c, =Z for all
I then Ocizz.
i1

Thus, we have shown that C is a sigma-field. [ ]



Problem 2

Show that if X ~N(0,1) then Y =X?~ 5.

Proof.

The probability density function of X is

XZ

1 2
f,(X)=—=—=e 2, —00< X <00,
X( ) \/E
If 0<Xx<oo, consider the change of variable
dx| 1 -
=X2:>)(= :>J=_=_ 2.
y Jy=13] 52’

Then we have

1

1 = _Y
fr(y)=f Je—=—vy 2 2,
S () =T (VY] Nrd
Similarly, if —o<x<0,

dx
dy

1
— 2

y=x'=x=—y =|J|=|—|=

ly
2

Then we have

£ (y)= m—ﬁ)mzﬁy 3

Therefore, we obtain

1

f(y)="f,(y)+ f{(y)=%y 22,

That is Y = X? follows chi-square distribution with degree of freedom equal to 1.

Hence we finished the proof. [ ]



Another proof.

The cumulative distribution function of Y = X? is

R (y)=Pr(Y<y)=Pr(X*<y)

=Pr(—Jy <X <.y)
=Pr(X <Jy)-Pr(X <—fy)
=0(\y)-0(=y),

where ®(-) is the cumulative distribution function of standard normal distribution.

Thus, the probability density function of Y is
d d
f() =g RO =g Loy )-e(-y)}
_d _ 9
—dycb(ﬁ) 3 VY)
=Y WY =Y
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where
Hx)= e °
27

is the probability density function of standard normal distribution. As a result, we

have obtained

1y

2g 2,

1
f =—
v(Y) Y
That is Y = X? follows chi-square distribution with degree of freedom equal to 1.

Hence we finished the proof. [ ]



Problem 3
Show the following inequality

e5|a|

az _
€ ls 5 forall |z|<&.

z

Proof.

For all |z|< &, and since exponential function can be defined by power series, we

have
e -1 |1|&(az) (az) - = a'z™?
R T RN R
i=0 . i i=1 1
°°|a||z| |a|5'l 1°°|a|‘5‘_e5'a'—1
SZ_: Z 5%: T
Se&\a|
o

Then we have proven the desired result. [ ]

For further discussion, we define

M.(z)=

The inequality above is equivalent to

dla|

OgMa(z)£e5 . forall |25,

There are three different cases including a is positive, negative or zero. The case of
a is equal to zero is trivial since the M function becomes zero. For the other two
cases, it is possible to plot the M function and its bounds to actually see how these

bounds work. The results are given in Figure 1 and 2.
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Figure 1. The plots of M functions and corresponding bounds when a is

positive.
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Figure 2. The plotsof M functions and corresponding bounds when a is

negative.




