Homework#4 Statistical Inference 11

Name: Jia-Han Shih

Problem 3.1 [p.501]

Let X have the binomial distribution Bin(n, p), 0< p<1. Determine the MLE of

(@) By using usual calculus method determining the maximum of a function.

Solution:

The likelihood function is

L(p|x)= qu ﬁpx(l—p)"‘*

Therefore, the log-likelihood function is
log L( p|x):log{ an )I}erlog p+(n-x)log(1-p).

Then find the critical point by solving the first derivative of log-likelihood function
equals to zero

iIogL( p|x)=0
dp

:i{l { n }+xlogp+(n x)log(1l-p)|=
X(n—x)!

X _N=X_ o X2X-0pHXp oy np=0
p l-p p(l-p)



We need to check the critical point is maximum or not by the second derivative of

log-likelihood function

2
%IogL( p|x):i(1—ﬂ]=—i— n-X .o
P

dlp 1-p) p* (1-p)
Therefore, f):Z maximize the log-likelihood function. In other words, ﬁ):5 is the
n n
MLE of p.
(b) By showing that pxq”‘xs(ij (ﬂj :
n n

[Hint: (b) Apply the fact that the geometric mean is equal to or less than arithmetic

means to n numbers of which x are equal to np/x and n—x equal to

ng/(n—x)]

Solution:

According to the hint, by the inequality of geometric mean and arithmetic mean,

we have







Therefore, the likelihood function follows the inequality

o[ o<1 2] (%2 - weorn,

where p= X Therefore, p= X maximize the log-likelihood function. In other words,
n n

f):5 isthe MLE of p.
n



Problem 3.2 [p.501]

In the preceding problem (Problem 3.1), show that the MLE does not exist when p is

restrictedto O< p<1 andwhen x=0 or x=n.

Solution:
For the case x =0, the likelihood function is
n 0~n-0 n
L( p|x=0)=(0jp q"°=(1-p)"
The log-likelihood function is
logL( p|x=0)=nlog(1-p).
The first derivative of the log-likelihood function is
d n
—IlogL(p|x=0)=———<0.
g 09 L(PIX=0)=——
This implies L( p|x=0) is a decreasing function of p. Because there does not exist
a minimum value in the open interval (0,1). Therefore, the MLE does not exist for the

case p isrestrictedto O<p<1 andwhen x=0.

Similarly, for the case x=n, the likelihood function is
n [P n
LCplx=n)=| {pa™"=p"
The log-likelihood function is

logL( p|x=n)=nlog p.



The first derivative of the log-likelihood function is

iIogL( p|x:n):£>0.

dp P
This implies L( p|x=n) isan increasing function of p . Because there does not exist
a maximum value in the open interval (0,1). Therefore, the MLE does not exist for the

case p isrestrictedto O<p<1 andwhen x=n.



Problem 3.3 [p.501]

Let X,,---, X, beiidaccordingto N(&, o?). Determine the MLE of
(@ ¢ when o isknown.

Solution:
The likelihood function is
~(2x) %0 Hexp{ —Lix a:)}

The log-likelihood function is

logL(&[%, -+ %)= 2

Then find the critical point by solving the first derivative of log-likelihood function

equals to zero (with respectto &)

d
——logL(&|x,- %, )=0

d¢

%{——Iog(zyz) nlogo - 2§(Xi‘f)2}:0
:>—ZZ(Xi—§):0:>Zn:Xi—n§=O

O i1 i=1

s 1
:>§:H§Xi.

We need to check the critical point is maximum or not by the second derivative of

log-likelihood function

2

d 1
EIOQL(élxl X, ——{—ZZ( —é)}



Therefore, aj:iz X, = X maximize the log-likelihood function. Thus, E=X isthe

i=1

MLE of & when o is known.
(b) o when & isknown.

Solution:

Similarly, find the critical point by solving the first derivative of log-likelihood

function equals to zero (with respectto o)

iIogL(<7|x1,-~-,xn):0
do

:>dd_0{—glog( 27z)—nloga—2(172§:(xi—§)2}:0
n 1 2 in _ 222
3—;+§§(Xi_§) —0303§(Xi ¢) P

1
N 2
:a={—2(xi—§)2} .
N
We need to check the critical point is maximum or not by the second derivative of

log-likelihood function

2

GzIogL(alxi,'--,xn)o_&—;—G{—£+%;(Xi—§)z}m
n 3¢ n 3 \
e DN C R I o 72 (% =¢)
o 9= 0=6 H;(Xi—f)z {i;(xi—f)z} -
n’ 3n® -2n?

<0.

M(x-6F N(x-6F X(x-¢)



1

Therefore, 5:{Ez(xi_§)2}2 maximize the log-likelihood function. Thus,
N4

A:{lZ(Xi—g&)z}z isthe MLE of & when ¢ is known.
L

() (&,0) when both unknown.

Solution:

By (a) and (b), we have to solve

9 logL(£ )%, %) =0, (}Z(xi—g):o.

de _
dilogL(é ol %) =0 =TS (=) =0

i=1

As in (a), we have
E=X.

Then we replace & by 5 to solve o . Again, similar with (b), we have

&={%i(xi—i)2}2.

We need to check the critical point is maximum or not by the second derivative of

log-likelihood function

dd—;logL(é,olxlw-,xn)

d {1
_ﬁ{?;(xi —f)}

(é.0)=(£.6)

n <0.

~2

(E0)=(¢,6)



d2

IOgL(é lelln ' n)

(£.0)=(£.6) (¢.0)=(£.6)

n 3 < 2
:?_?Z(Xi -<)

i=1

o)=(é6) T —x)2 1 )zl
(£.0)=(£.6) r]Zl:(x, X) {nZ(Xi_x)}

M(x-%)F X(5-X) D(x-%)

Therefore, (&,6)= (

n 3 . =
:1n - 2Z(Xi_x)2



Problem 3.4 [p. 501]

Suppose X,,---, X, areiid as N(&1) with &>0. Show that the MLE is X when

X >0 and does not exist when X <0.

Solution:
The likelihood function is
el x) =T THx 1) =T T oo S0 -6
er |2
N_n -1
=(27) ZHexp{?(Xi—é)z}-
i=1
The log-likelihood function is
n 18 5
log L(& 1%, -+ %, ) == log( 27) = > (% =&)".
i=1
Then find the critical point by solving the first derivative of log-likelihood function
equals to zero
d

@logL(élxlr'an)=0

:i{—glog( zn)—%i( X —5)2}:0

dg
:_Zn:(xi—é):O:Zn:xi—nf:O

l n
=E=2) X,
L)
We need to check the critical point is maximum or not by the second derivative of

log-likelihood function
2

d d [
ac log L(élxl,--~,xn)zg{%“(xi—g)}z—mo.



For the case X >0, 5:12Xi =X maximize the log-likelihood function. Thus,
N5

E=X isthe MLE of & when X >0 is known. For the case X <0, Because there

does not exist a minimum value in the open interval (0, o). Therefore, the MLE does

not exist with & is restrictedto £>0 when X <0. This is illustrated by Figure 1.
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Problem 3.5 [p. 501]
Let X take on the values 0 and 1 with probabilities p and q, respectively. When it

is known that 1/3<p<2/3.

(@) Find the MLE

Solution:
The probability mass function is
Pr(X =x)=p*q*=p"*(1-p)*, x=0,1.
For the case x =0, the likelihood function is
L(p[x=0)=Pr(X=0)=p.
The first derivative of the likelihood function is
d
—L(p|x=0)=1>0.
dp
This implies L( p|x=0) is an increasing function of p. Therefore, ﬁz% is the
MLE of p when x=0.
Similarly, for the case x =1, the likelihood function is
L(p|x=1)=Pr(X=1)=1-p.
The first derivative of the likelihood function is

iL( p|x=1)=-1<0.
dp



This implies L( p|x=1) is a decreasing function of p. Therefore, f)=1 is the

MLE of p when x=1.

Therefore, the MLE can be written as
~(3)(5) 36
3)3 3l2)°
(b) Show that the expected squared error of the MLE is uniformly larger than that

5(x):%.

Solution:

The expected squared error of the MLE is

oo -5l el

9
A 1=p) 4p( . 1-p)
_9('“ 4) 3('“ ZJ”’
9

_1+3p-6p—6p°+9p°
- 9
_3p®-3p+1
==

The expected squared error of o( x) :% IS

2 2
E[l— p) _4p —4p+1l
2 4

Let

3p’-3p+1 4p’-4p+1_24p-24p°-5
9 4 36 '

g(p)=



To Show that the expected squared error of the MLE is uniformly larger than that

o(x) :% is equivalent to show that g( p)>0, for 1/3<p<2/3. The boundary of

g(p) are

The second derivative of g( p) is

d—zg(p): d* (24p-24p®>-5)_d (24-48p
dp® dp® 36 dp\ 36

:—ﬂ<0

Therefore, we have shown that g( p)>0, for 1/3<p<2/3.That is, the expected

squared error of the MLE is uniformly larger than that 5( x) = %



Problem 3.13 [p. 502]

Consider asample X,,---, X, from a Poisson distribution conditioned to be positive, so

that

Pr(X—x)—Lﬁ for >0, x=12,---
‘ xl(1-e7)’ ! .

Show that the likelihood equation has a unique root for all values of x.

Solution:
The probability mass function of the Poisson distribution conditioned to be

positive can be written as

et p
Pr( X _x)_X!(l_efg)_x!(eg_l)_;exp{xloga—log(e -1)}

=h(x)exp{7T(x)-A(7)},

where h(x):il, n=logd, T(x)=x, and A(7n)=Ilog{ exqp(e’)-1}. Therefore,
x!

the Poisson distribution conditioned to be positive is a one-parameter exponential family.
Thus, the likelihood function is
L(a7 1%, %) =]i[[h( X )exp{nT(x)-A(7)}]
={ifl[h( X )}exp{ngu %)~ nA( )}.
The log-likelihood function is

log L(7]%, -~ xn)=log{f[h(xi )Hniﬂxi )—nA(n)}.



The first derivative of log-likelihood function is
d d n n
—log L(77]%, -+, %, ) == log{ [ [h(% ) +57>.T(% )—nA(7)
dn dn i=l i=1
=2 T(x)-nA(7n).
i=1

Taking 7 — —oo, we have

n nne" n
Iim(ZT(xi)—nA'(n)j ZT(X)—Ilm eel_in—n>O.
7]*)—@ |:l "
Taking 7 — oo, we have

ne”e
=—00<0.

lim| » T(x )—nA T —I m
g(z (%) (n)j Z (%)~lin
Furthermore, by the property of exponential family, we have
! d 14
E,(T(X))=A(7n) and EEU(T( X))=A"(n)=var, (T(X))>0.
Thus, the first derivative of log-likelihood function can be written as
;T(Xi )—nE,(T(X)).
It is a strictly decreasing function of 7 because
d E(T(X))==-A" = T(X 0
“dn N(T(X))=-A"(n)=—var,(T(X))<0.
Therefore, there exist a unique root for the likelihood equation
d
S logL(n1%,++,%,) =0.
n
Since 7 =1log@ is an one-to-one transformation, there also exist a unique root for

likelihood equation dd—glog L(O| X, X, )=0.



