Homework#3 Statistical Inference |
Name: Shih Jia-Han
Problem 2.1

iid

If X,,---, X,~N(& o?) with &* is known. Find the UMVUE of (a) &%, (b) &°

and (c) &*.

Solution:
(a)

iid
Since X,,---, X, ~N(&,0°) and & is known, we have

(X, %)= \/m e><|o{2 ZZ(X 5)}
! 132l €3, NS
2707 exp{202izl“xi }eXp{o_zizllxi 202}

=exp{nT(x)-A(7)Ih(x),

where

& ~ n _n772(72 ! 1o,
- T00= T A =" 00 en| 23,

i=1

yeR" and ©@={n|neR}.
Thus, it is the canonical form of an one-dimensional exponential family. Since the
natural parameter space ® contains an one-dimensional open rectangle (e.g.,
(0,1)e®) hence it is full rank. Therefore, T(x):zn:xi is a complete sufficient

i=1

statistic.



Let

X =

3||—\

}: ~N(& o%/n).

Here | directly use the formula of E(Yk)in Problem 2.4. This formula will be

proved latter. The formula is

—k k (k
E(X )=2[r}§k_rE(Yr),

where
Y ~N(0,5%/n)
and
) (r=1)(r—3)---3-1-(a*/n)"* wherer >2is even
E(Y")= .
0 where r is odd.
Therefore,

—2 2(2
E(X )=Z(J§“E(Yr )

r=0

B

z+ff_

n
Hence we obtain

2
—2 le}
E| X —— |=¢&2%
. v 2 . . .. .. 2 O'2
Since X —— s a function of complete sufficient statistic. Therefore, X —— s
n

n
the UMVUE of &7,



(b)
By the formula of E(X "), we have

—3 3 (3
E(X )=Z[r]§3_rE(Yr )

r=0

3 3 3
(Ojﬁs{ ]5 E(Y)+( jfE(YZ){B]E(YS)

3+3§0

Hence we obtain

E(Ys—?’%fj E(Ys)-ﬁai)

350' 362
=&+
n n
=&
Since X —=-X is a function of complete sufficient statistic. Therefore,

n

X' 39X isthe UMVUE of &°.
n



(©
By the formula of E(X "), we have

—4 4.(4
E(X )=Z{J§“E(Yr)

[ He (4 SE(Y 4 2E(Y? 4 y? 4 E(Y*
—(0]5 +[J§ ( )+[ZJ§ ( )+(3J§E( )+[4J( )

6202 3ot
=&y én + o

Hence we obtain

_ 2_ 4
E£x4—§€—x2+3i ]
n n

3c*
r]2

60
n

2 2 4 2 2 4
+6§a +3<7 6o (§2+0 ]+3G

n n? n n

—E(X )22 E(X )+

=&

n2

2__2 4 2 4 4
:§4+6§n0' +3no; _63‘ f2_6no; +3:;
=&,

60> —2 30
X + >
n n

Since X -

is a function of complete sufficient statistic. Therefore,

_ 2_ 4
x'_ b x2+3i
n n

is the UMVUE of &*.



Problem 2.2
(@)
iid
If X,,---, X, ~N(& o) with both parameters are unknown. Then we can use the

same method in Problem 2.1 to show that

(Y:12xi, S?=>(X, —Y)j
L) i1
is complete sufficient statistic.

Then we have

Therefore,

E(X )=+
n
Hence we obtain
(e e saep)
n(n-1) (n-1)
2 0'2_0'_2
=S,

2

n(n-1)

Since X -

is a function of complete sufficient statistic. Therefore,

2

n(n-1)

2

is the UMVUE of &2,



(b)

Since X is complete sufficient statistic for & and S* is ancillary for &. By

Basu’s Theorem, X and S? are independent.

Therefore,
E(S—zi} E[S—z]E(Y)=(n—1)§
o O
:E( 352 ):3025_
n(n-1) n

By the previous results, we have

X|

30%& .

E(X )=&+2"=
n

Hence we obtain

n
2 2
_5y 30°¢ 30°¢
n n
p— 3.
. =3 387 - . . .. ..
Since X - ( 1)X is a function of complete sufficient statistic. Therefore,
n(n-
— 2 —
X =35 X isthe UMVUE of &°.

n(n-1)



(©)

Similarly,
E(S—iv]: E(S—sz(Yz)z(n—l)[fzf—z]
o o n
n(n-1) n n’
o o <

3s* 30!
El - — =T 2
n“(n“-1) n
By the previous results, we have

6£%07 . 35"

E(X )=&'+222 420
n n

Hence we obtain

_ 2 4 _ 2 4
E(XA— 65° 3S J:E(X4)_E( 6S XZ}E(LJ

+
n(n-1) n’(n®-1) n(n-1) n’(n®-1)
N 6&%0° N 30! B 60°E? B 60’ 3o’
n n’ n n> n?
=&

6S° -2 3s*
Xt
n(n-1) n“(n°-1)
2 4
6S X : 3S2
n(n-1) n“(n°-1)

Since X — is a function of complete sufficient statistic.

Therefore, X — is the UMVUE of &2,




Problem 2.4

()

iid

If X, -, X, ~N(& o) with o is known. The formula of E(Yk) is

—k k (k
E(X )=2[r}§k_rE(Yr),

where
Y ~N(0,5%/n)
and
) (r=1)(r—3)---3-1-(c*/n)"* wherer >2is even
E(Y")= .
0 where r is odd.
Proof:

One can write X =Y +¢& . By the binomial theorem, we have

E(X")=E{(Y+&)"}

0l

k(K
Z(rjék_rE(Yr )

r=0

Then

© 1 _y2
E(Y)= [y dy.
(Y") _Ly szzlnexp{%z/n}y

Using the change of variable y= %u , then we can obtain
n



]Oyr L _ep| =Y lay

< \/Zﬂazln 205%In

T exp -1 0—2u2 2 du
) \/27[0' /n 20%/n n Jn
( j ju { }du

Then consider the integral

Tur Lexp —u° du

Y \2rx 2 .

If r isodd, itis an integral of an odd function over a real line. Hence it is zero. If r
is even, consider the change of variable u=+/w, then we have

Iu fexp{ }du_zju fexp{ > }du
=2I(m)r7exp{_(m)z} L ow

2 V2w

2 o r1 2
2 IWZ ZerW:Z—F[£+EJ

=(r-1)(r-3)---3-1.

Therefore, we obtain

E(Y")= (r-1)(r-=3)---3:1.(s?/n)"* wherer >2is even
0 where r is odd.

Hence we have shown the formula of E(X").



(b)

iid
If X, -+, X,~N(& o%) with & is known. Define

§2=Y (X ).

i=1

We can use the same method in Problem 2.1 to show that S* is an complete

sufficient statistic. Moreover, we have

s? 2
? Xdf=n-
Therefore,
S4 SZ SZ 2
EK_“]:VM[_Z]JF{E(_Z]} =2n+n? =n(n+2)
O (e O
= E(S*)=n(n+2)c",
§? S? 20°
varl — [=2n=var| — |=—.
o n n
Since

E(S*)=n(n+2)c".

Then we can obtain

. 25" ) 20°
n(n+2) n

4 4
Since ZL is a function of complete sufficient statistic. Therefore, ZL
n“(n+2) n“(n+2)
4
is the UMVUE of 27—

n



Problem 2.5

iid
If X, -, X, ~N(& o) with both parameters are unknown. Then we can use the

same method in Problem 2.1 to show that

(Y:12xi, S?=>(X, —Y)j
L) i1
is complete sufficient statistic.

Now we have

Therefore,

Hence we obtain

2

n(n-1)

Since X -

is a function of complete sufficient statistic. Therefore,

2

n(n-1)

2

is the UMVUE of &2,




Problem 2.6

()

Here X and S2 are the same notations as in Problem 2.5. Since X is complete

sufficient statistic for £ and S° is ancillary for &. By Basu’s Theorem, X and
S? are independent.
Since
=2 —4 T2\ 2
var(X )=E(X )-{E(X )}

2
:§4+6§202+364_{§2+O__2}
2

n n

n n? n? n
_ 4807 20°
n n?

Then we have

2

— _ 2
var| X - S :var(X2)+var S
n(n-1) n(n-1)
48%°6° 20" o’ S?
+—+— >~ var| —
n n n“(n-1) o
4%°6°  20° 20"
+t—t+— .
n n n“(n-1)

Hence we obtain

. 2 2 2 4 4
var(xz— S J_4§a 20 20

= et :
n(n-1) n n n“(n-1)



