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Example 6.23
(i) Theorem 6.22 proves the completeness of
(@ X for the binominal family {b( p,n),0< p<1}.

(b) X for the Poisson family {P(41),41>0}.

Solution:
(@
For X ~b(p,n), O0<p<l.
n X n—x
P(X=x)=|_|p"(1-p)

(M P Yoy
_X(l—pJ(l ")

o el o
=| |exp<xlogl —— |+nlog(1-p);.
X 1-p

Let

UZ'OQ(ﬁj, T(x)=x, A(n)=nlog(1+e”) and h(x):@j_

Hence
p(x[7)=exp{nT (x)—A(77)}(x)
is the canonical form of an one-dimensional exponential family with
x={0,1--,n} and ©@={n;ne(-ox,0)}.
Since ©={n;ne(—owx,0)} contains an one-dimensional open rectangle (e.g.,
(0,1) is an one-dimensional open rectangle contained in ®). Hence it is full rank.

By Theorem 6.22, T(x)=x iscomplete.



(b)
For X ~P(4), 4>0.

P(X :x):lﬂxe”l
x!
1
:—Iexp{ xlogA—-1}.
X!
Let

n=logi, T(x)=x, A(p)=e’ and h(x)=".
X!

Hence
p(x[7)=exp{nT (x)—A(7)}(x)
is the canonical form of an one-dimensional exponential family with
x={0,1,---} and ®={7;7>0}.
Since ®={n;n>0} contains an one-dimensional open rectangle (e.g., (1,2) is
an one-dimensional open rectangle contained in ®). Hence it is full rank. By

Theorem 6.22, T(x)=x iscomplete.



(if) Uniform. Let X,,---, X, be iid according to the uniform distribution U(0,8),

0>0.

Solution:

For X,,---, X, ~U(0Q,1).

n n 1
P, ( X):HF’g( X ):H5|(0<xi<6)
i1

i=1

1 1
=9_n|(0<x1w"vxn<5) =9_nI(O<X(1),X(n)<H)
I

_ (X(ny<@)

gn (0<x(1y)"

I(t<19)

Hence T =X, is sufficient by the factorization criterion with g,(t)= and

h(x)=1

(0<xy)) *

The cumulative distribution function of T =X, is

F(t)=P(T <t)=P(X,, <t)
=P( Xy, X, <t)
=P( X, <t)"

i

The probability density function is

with O<t<d@.

d d(t)" nt"?
t)=—F. (t)=—|—~ | =——,

with O<t<d@.



Suppose E,f(T)=0 forall 6.

E,f(T)=0
Hntn—l

= f(t)dt=0
[ T

n
0

9
= [t (t)dt=0.
0

Let f and f~ be the positive and negative part of f , respectively. Therefore,

Tt”‘lf(t)dtzo
:Tt“l{ fr(t)-f (t)}t=0
:ft“f*(t)dtzft“f(t)dt

d% ... d %o,
:a.([t f(t)dt:alt f(t)dt
= 0" (0)-0=0"f(0)-0
= f7(0)=1(0)
= f(t)=f(t).

forall t.Thisimplies f =0, forall t.

Therefore, T =X, , satisfied (6.12), hence T is complete for 4.

(n)



(ilf) Exponential. Let Y,---,Y, be iid according to the exponential distribution

E(n,1).

Solution:

For Y,,---,Y, ~ E(n,1). The probability density function of Y, is

f (y)=e "1, oy, 1=12-,n.
If X;=e™" and &=e"".We have
X, =e " =y, =—logx, =|J |=1/x.

Then

elogxi+77
fy, () =1 (=logx )/ %, = ——1I
' ' X

(n<—logxj<mo)

1

i -
=€ I(—77>|09Xi>—°°) - e I(e"’>>(i>0)

1

:5|(9>xi>0)'

for i=12,---,n.
Therefore, X,,---, X, ~U(0,8). By (ii), T =X, is sufficient and complete for
6.

Since f(x)=-logx is monotone and decrease in x. Therefore, Y, =—log X .

Hence Y,,, isalso sufficient and complete for 7.



Exercise 6.18

Show that the statistic X, and > [X;—X.] of Problem 6.17(c)

independently distributed as E(a,b/n) and bGamma(n-1,1), respectively.

Solution:
For X, ---, X, ~E(a,b), the cumulative distribution function of T =X, is

Fr(t)=P(T<t)=P(X4 <t)=1-P(X >t)
=1-P( X, -, X, >t)=1-P( X, >t)"

Therefore, the distribution of T =X, is E(a,b/n).

Since exponential distribution is location-scale family. We have

X, =a+bX/,
where  X/~E(0,1).

The joint probability density function of order statistics X, -+, X(,, is

Pty Ky o0 Xy ) =N (X )+ e ()

—( Xy ++X(n))

=nle
Let
Yy = NX(y
Y, = (n-1)( X(’z) _Xél) )
Yo = Xy = Xng
Thus,

! /
Vit Y =Xg T+ X

are



and

n-1 n-1 0 0 0
0 n-2 n-2 O 0
)= =n!
0 0 n-3 n-3 --- 0
o 0 0 o0 11
Therefore, the joint probability density function of Y,,---,Y, is
fY1"-Yn( y11 Y yn ) = nlei( y1+<--+yn)%

- e_( yl+"'+yn)
:e_y1 Xe_yz x.._xe7Yn.

Hence we obtained that Y, =(n-i+1)( X; —X;, ) are identically independent

distributed as E(0,1), for i=1,---,n and define X/, =0.

(0)
Then
Z( n—i+1)[ X — Xy ]
i—2
={(n-1)[ X5y =Xy I+ (N=2)[ X5y = X5y I+ +[ Xy = X (1) 1}
={ Xyt + X = (N=1)X ) F={ X+ + X5y + Xy =nX 5y }
:Z[ Xi - X(l) ]
i1
and
(n=i+1)[ Xy =X gy I=(n=i+1)[a+bX;, —{a+bX;, }]
=b(n-i+1)[ Xy = X(iy) ]
=hy,.
Therefore,

n

SIX =Xy 1= X (=140 X =X
gy,



Since
Y, ~E(0,1)=> Y, ~Gamma(n-1,1).
i=2

Hence

D[ X=Xy 1=bD Y, ~bGamma(n-1,1).
i=1 i=2

Proof of independence
Since Y, =(n—i+1)( Xy =Xy ) for i=1-.-,n areindependent.
Therefore,
bY =a+bX/, =X

a+ﬁ ,=a+ o=
and

bZYi = Z[ Xi— X(l) 1

i=2 i=1

are also independent.

Thus, we proved that X ;) and Z[xi—xm] are independent.



Problem 6.34

Suppose that X,,---, X, are an iid sample from a location-scale family with

n

distribution function F((x—a)/b).

(@ If b is known, show that the difference (X,—X,)/b, i=2,---,n are

ancillary.
(b) If a is known, show that the difference (X,-a)/( X;,—-a), i=2,---,n are
ancillary.
(c) If neither a or b are known, show that the quantities( X, —X, )/( X,—X,),

i=3,---,n areancillary.

Solution:

()

Since X,,---, X, are an iid sample from a location-scale family with distribution

function. Let
X,=a+by,, i=12,---,n

The distribution function of Y, are

FYi(yi ): P(Yi <Y ): P(Xib_ag yij

a+by, —aj

=P(Xi£a+byi):F( .

=F(y).
Therefore, the distribution of Y, does notdependon a,b for i=12.--,n

Let T =( X, — X, )/b, the distribution function is

F(t)=P(T St):P(¥§tj

_ I:)(a+bYl—a—in

, Stj=P(Y1—YiSt)

=F ().
Therefore, (X,—X;)/b=Y,-Y,.



Since Y, does not depend on a,b for i=12,---,n. Hence, Y,-Y, also does not

dependon a,b for i=2,---,n.Hence (X,—-X,)/b, i=2,---,n areancillary.

(b)
Let S=(X,—a)/( X, —a), the distribution function is

FS(S):P(SSS)zP[Xl_aSSj
X, —a

=P MSS =P LSS
a+by,—-a Y.

= FYI/Yi (s).

Therefore, (X,—-a)/( X;—a)=Y,/Y;.
Since Y, does not depend on a,b for i=12,---,n. Hence, Y,/Y, also does not
depend on a,b for i=2,---,n. Hence (X,—-a)/(X,-a), i=2,---,n are

ancillary.

(©)
Let K=(X,=X;)/(X,—X;), the distribution function is

FK(k)zp(Ksk)zp(%skJ

2 i

_p a+by, —a-by, <klep Y, Y, <k
a+bY,—a-by, Y, -Y,
= F(Yl—vi (Yo, )( k).

Therefore, (X, =X, )/( X, =X;)=(Y, =Y, )/(Y,-Y;).

Since Y, does not depend on a,b for i=12,---,n. Hence, (Y,-Y,)/(Y,-Y;)
also does not depend on a,b for i=3,---,n. Hence (X,—X;)/(X,=X;),

i=3,---,n areancillary.



If X,,---, X, arerandom sample from N( &, &*), then

—\2
L(X —X

i=1 o

Proof:

Without loss of generality, let =0, o> =1. It is easy to obtain

1 _
=——(X_,+nX_ ).
n+1 n+l( n+l n)
Now, let
s1- L $(x-%,)
n n—li:1 i n
Then, use Equation (1)
— 2
n+1 n+1 X +nX
ns? X, — X = (o
n+l T Z( n+1) Zl( ( n+1 j}
n+1 2 n+1 o V2 2
_z _ Kna :Z xi_xn+£_h
n+1 n+1 ) n+l n+1
n+1 2 Va
=3O R, | Tt a2 =X )| e e
n+1 n+1 n+1 n+1
—Z(X =X, )+ (X=X, )? +n—(X — X1 )?
n+1 X
+2 X, — X
2( )( n+1 ]
=Z(Xi_>?n )2+()?n_xn+l)2+_()?n n+1) __(X Xn+1)2
i1 n+1
=(n_1)sr?+i()?n_xn+1)2'
n+1
Hence we have derived
nsr12+1 (n_l)S§+L(in_xn+l)2'
n+1
It is the same as
2 ,» -1 2
(n_l)sn :(n—Z)Sn +T(Xn—l_xn) .

1)

)



Consider Equation (2) with n=2, we have

2
X, — X

For n=Kk, assume
(k _1)Sk2 - ij:k—l'

For n=k+1,

k _
O e S
+1

Since
(k _1)Sk2 - ij:k—l'

Hence we only need to check (kLiJ( X=Xy )? ~ x2_,, independent with S?
_l’_

then by mathematical induction, kS?, ~ y5_. is proved.

Proof of independence:

Since the vector ( X,,,, X, ) is independent of S?. Hence (X,-X,,,)* is also

independent of S?.

Proof of distribution:

Since X,,,~N(0,1) and X, ~N(0,1/k) are independent. Therefore,

X=X ~N(O, (k+1)/k).

Hence

k _
(mj( X =Xy )2 = ij:l'

is proved.



Therefore, by mathematical induction

(n_l)srf :Z( X; _)?n )2 - ij:n—l'

i=1

Hence we have proved




