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Exercise 7.2 [P355]

Let X,...,X, be a random sample from a gamma(c, 3) population.

(a) Find the MLE of (3, assuming a is known.
(b) If aand 3 are both unknown, there is no explicit formula for the MLEs of

a and {3, but the maximum can be found numerically. The result in part (a) can be
used to reduce the problem to the maximization of a univariate function. Find the

MLE:s for aand 3 for the data in Exercise 7.10(c).

Sol :

(a)The likelihood function is
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Setting the partial derivatives equal to 0 and solving the solution § = g
To check this is a maximum,
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Because g is the only extreme point and it is a global maximum. Therefore, — is the

MLE of B.



(b) The likelihood function is
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Let ¢(a) = %log[‘(a) be the digamma function and y'(a) be the trigamma
function.
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To found the maximum likelihood estimators is reduced to a
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one — dimensional problem, changing the a into f. f=— > a ==
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InR,
y=read.csv("C:/Users/youfang/Desktop/azxc. csv'")
y=yiX
qq =- function(beta){
digamma(mean(y) ‘beta)-mean{log(y))+log(beta)
;td find the root of beta
b <- wuniroot{qgq,lower=0. 0001, upper=100000)
beta. hat<-biroot > beta. hat
heta. hat [1] 0.04494341
#bring the value of beta in alpha > alpha.hat<-mean(y)/beta.hat
alpha.hat<-mean(y) /beta. hat > alpha. hat

alpha. hat [1] 514.2975



Exercise 7.6 [P355]
Let X,,...,X. be a random sample from the pdf
f(x]|8) =0x72,0<0 <x < oo,
(a) What is a sufficient statistic for 6 ? Is complete ?
(b) Find the MLE of 6.
Draw a figure of the likelihood function to explain your answer.(with R)

(¢) Find the method of moments estimator of 6.
Sol :

(a) The joint pdf of the sample X is

n
f(x|6)=1_[0xi‘2 ) 0<fh<x<o
i=1

Now < 0 < x < oo, using the indicator function, we can see the inequality is
0o < X(l)

So we have
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Since f(x]0) = h(x)g(T(X)|0) , where h(x) = [[~,x;, %and g(T(X)|0) =
enl(o,x(l))(e) , TX) = Xy
Therefore, by the Factorization Theorem, X4y is a sufficient statistic for ©.

nom"

ot ()t = V8 < xqy <o

- tn+1

n!
(n—1)!

Eg{g(T)} =0, VO<xy <o

LetT = Xy, the pdf fr(t) =
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That T = X(4y is a complete statistic.



(b) The likelihood function is
n
L(9|X)=1_[9xl-‘2, 0<fh<x<ow
i=1
Using the indicator function,

L©I) = 07(| [%72)(0,x,)®)
i=1

Because L(6]x) is an increasing function of 8 in 8 € (0, x(;)), so we want to
maximize L(6]x). But due to the indicator function L(0[x) = 0,if 8 > x(y).
Therefore, 8 = X(1)-

In R,

par (mfrow=c(2,2))
n=100
¥=s5eq(0.4,10)
X
mle<-function{theta){
theta’n “prod(x~(-2))*{theta > 0 & theta < min(x)}

plot(mle,x1im=c(0,1.4))
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Suppose that X(;) = 0.4 , we can see the figure that maximum is at 0.4

Following the second and the third figures, we have the same conclusion.

n=100
x=s5eq(0.8,10)
mle<-function(theta) {
theta’n “prod(x/(-2))*{theta > 0 & theta <« min(x)}

plot(mle,x1im=c(0,1.4))
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Suppose that X(;) = 0.8 , the figure that maximum is at 0.8



n=100
x=s5eq(l.2,10)
mle<-function{theta){
thetarn “prod(x~(-2))*{theta = 0 & theta =« min(x)}

plot(mle,xlim=c(0,1.4))
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Suppose that X1y = 1.2 , the figure that maximum is at 1.2
Tmme§=XmiMMMHMf&

(©
[0/0) [0/0) 0

EXX) = J x0x " %dx = Hj x " 1dx = 0logx| g =
6 6

Therefore, the method of moments estimator of 8 does not exist.



Exercise 7.8 [P356]

One observation, X , is taken from a n(0,0%) population.
(a) Find an unbiased estimator of o?2.

(b) Find the MLE of o.

(c) Discuss how the method of moments estimator of ¢ might be found.

Sol :

(a) E(X) = 0 , the 1th moment is independent of o2, we need to use 2nd moment.
E(X?) =Var(X) + (E(X))? =02+ 0 =52

Therefore, X? is an unbiased estimator of ¢2.

(b) The likelihood function is

1 x2 1 x2
L(alx) = Wexp <— Tﬂ) = (2m) 2(0) texp <— 27‘2)

1 x?
log L(o|x) = —Elog(2n) —logo — Py
dlog L(o|x) 1 x?
— L=+ =0= 6=VX2=|X
do o + o3 0 o IX]
d%log L(c]x) 1 3x* 1 3x* 2 -0
do? . 0% o* x? x* x?

6 = |X| is alocal maximum, and that is the only zero of the first derivative. It is a

global maximum, too. Therefore, 6 = |X| is the MLE of o.

(c) Because E(X) = 0 is known. E(X?) = o2 =% Lix? = 6=|X|



Exercise 7.9 [P356]
Let X,,...., X, be iid with pdf

1
f(xI9)=5 0<x<6,0>0.

Estimate 6 using both the method of moments and maximum likelihood. Calculate
the means and variances of the two estimators. Which one should be preferred and

why?
Sol :

MME :
_ 0 _
EX) =X=5=0=2%

The method of moments estimators is 8 = 2X

92
12 371

Therefore, E(f) = E(2X) = 2% =6, Var(f) = Var(2X) = 4n

MLE :
n

1
L(9|X)=1_[5, 0<x<6.,0>0

i=1
Using the indicator function,

n

1 1
L®[x) = 1_[5 It0,61(%0) = 57 Iix 01 (6)

i=1
Because L(6]x) is an increasing function of 8 in 8 € [x(;) ). For 6 = x(,
L(0|x) is maximized at 8 = X, (n)- Therefore, =X ) 1s the MLE of 0.

Now we can see that ~Z2 ~Beta(n 1)

The mean and variance,

X n
() = - E(Xg) =E(0) =70
Var( (”)) S L — Var(Xgy) = Var(8) = _n p2
] (n+1)2(n+2) (n+1)2(n+2)

To determine the better estimator, we should compare variances. 8 is an unbiased

estimator of 0, and @ is a biased estimator. We can easy to see that
92
62 <3, = = Var(0)

5 n
Var( ) (n+1)?(n+2)

If nis large, @ is probably preferable to 6.



Quiz#2

Q3 Let Xy, ...,X,,~N(u,0?), where p isrestrictedto u < aoru = b for some
numbers a < b. Assume that o2 is known. Hence, the parameter space is

©® = (—o0,a] U [b, ). Obtain the MLE .

Draw figures to explain 4 cases under Xj,..., Xs~N(u,1),a=0,b = 2.

Sol :

1 ( i— )2 _r 1
L(ulx) = Ty s exp (— Z25) = (2102) Zexp(— 5 Bt (x; — %)

202

1

log L(ulx) = (—2)log(2no?) — 5 L, (x; — w)?

n n
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—logL(ux) =—>= ) 20 -wW(-D)=0= ) x;=nu=a=x%
au 20

i=1 i=1
9 rogLum)| = <0
ou? 08 LAHIX p=i 207

Therefore, L(u|x) has a peak.

And we have 4 cases under Xi,..., Xs~N(u,1),a=0,b = 2.
Casel: =X, ifX<a
case1l

|
[a¥]
(=

Casel: =X, ifb<X

casel




a+b

Case2: fi=a, if a<)?<7

case2

| =
I\J|-é—_

Case3: f=b, if aZLb<)?<b
case3
/—"
a-+b
—/ 2
| T T T T T |
a X b
Case4: i =aorb, lezasz
cased
a-+Hb
2
a X b

(This case happens with probability 0.)



Q4 Let Xi, ..., X,~Gamma(a, B) as in HW#1. Let 1(a) = =logT'(a) be the

digamma function and ¥’(a) be the trigamma function.

(1) Write down the score functions using the sufficient statistic (Ty, T5).

(2) Write down the Hessian matrix H(a, ).

(3) Let (&, ) be the solution to S, (a, ) = S,(a, B) = 0. Write down H(&,p) in
terms of (&, B).

Sol :
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1 B X
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n
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The score functions are
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