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For case of LDA (linear discriminant analysis) 

𝑋 = (𝑋1, 𝑋2, … , 𝑋𝑝) is drawn from a multivariate normal distribution.   

𝑋 ~ 𝑁(𝜇, Σ). Here E(X) = 𝜇 is the mean of X, and Cov(X) = Σ is the p ×

p covariance matrix of X. The multivariate normal density is defined as  

𝑓(𝑥) =
1

(2𝜋)𝑝/2|Σ|1/2
exp (−

1

2
(𝑥 − 𝜇)𝑇Σ−1(𝑥 − 𝜇)). 

𝑌 = 1,2, … , 𝐾 class. π𝑘 = 𝑝(𝑌 = 𝑘),  Σ𝑘=1
𝐾 𝜋𝑘 = 1 

𝑓𝑘(x) =  
1

(2𝜋)𝑝/2|Σ|1/2
exp (−

1

2
(𝑥 − 𝜇𝑘)𝑇Σ−1(𝑥 − 𝜇𝑘)) 

Posterior probability of Y = k 

𝑝𝑘(𝑥) = 𝑃( 𝑌 = 𝑘 ∣ 𝑋 = 𝑥 ) =
𝜋𝑘𝑓𝑘(𝑥)

Σ𝑙=1
𝑘 𝜋𝑙𝑓𝑙(𝑥)

∝ 𝜋𝑘𝑓𝑘(𝑥) 

𝑙𝑜𝑔𝑝𝑘(𝑥) 

= 𝑙𝑜𝑔π𝑘 + 𝑙𝑜𝑔𝑓𝑘(𝑥) 

= 𝑙𝑜𝑔𝜋𝑘 −
1

2
(𝑥 − 𝜇𝑘)𝑇Σ−1(𝑥 − 𝜇𝑘) + 𝑐𝑜𝑛𝑠𝑡. 

= 𝑙𝑜𝑔𝜋𝑘 −
1

2
{𝑥𝑇Σ−1𝑥 − 𝑥𝑇Σ−1𝜇𝑘 − 𝜇𝑘

𝑇Σ−1𝑥 + 𝜇𝑘
𝑇Σ−1𝜇𝑘} + 𝑐𝑜𝑛𝑠𝑡. 

= 𝑙𝑜𝑔𝜋𝑘 −
1

2
{𝑥𝑇Σ−1𝑥 − 2𝜇𝑘

𝑇Σ−1𝑥 + 𝜇𝑘
𝑇Σ−1𝜇𝑘} + 𝑐𝑜𝑛𝑠𝑡. 

= 𝑙𝑜𝑔𝜋𝑘 + 𝜇𝑘
𝑇Σ−1𝑥 −

1

2
𝜇𝑘

𝑇Σ−1𝜇𝑘 

δ𝑘(𝑥) =  𝑙𝑜𝑔𝜋𝑘 + 𝜇𝑘
𝑇Σ−1𝑥 −

1

2
𝜇𝑘

𝑇Σ−1𝜇𝑘. 

Data(𝑦𝑖, 𝑥𝑖), 𝑖 = 1, … , 𝑛, where 𝑥𝑖 = (𝑥𝑖1, … , 𝑥𝑖𝑝)
𝑇

 

The Bayes classifier for LDA =  δ̂𝑘 (𝑥) =  𝑙𝑜𝑔𝜋̂𝑘 + 𝜇̂𝑘
𝑇Σ̂−1𝑥 −

1

2
𝜇̂𝑘

𝑇Σ̂−1𝜇̂𝑘 

Where  

𝜋̂𝑘 =
𝑛𝑘

𝑛
, 𝑛𝑘 = Σ𝑖,𝑦𝑖=𝑘 1{𝑛𝑜 𝑜𝑓 𝑠𝑎𝑚𝑝𝑙𝑒𝑠 𝑖𝑛 𝑐𝑙𝑎𝑠𝑠 𝐾} 

𝜇̂𝑘 =
1

𝑛𝑘
Σ𝑖,𝑦𝑖=𝑘𝑥𝑖  



Σ̂𝑘 =
1

𝑛𝑘 − 1
(𝑥𝑖 − 𝜇̂𝑘)(𝑥𝑖 − 𝜇̂𝑘)𝑇

=
1

𝑛𝑘 − 1
Σ𝑖,𝑦𝑖=𝑘

(

(𝑥𝑖1−𝜇̂𝑘1
)

2
⋯ (𝑥𝑖1 − 𝜇̂𝑘1)(𝑥𝑖𝑝 − 𝜇̂𝑘𝑝)

⋮ ⋱ ⋮

(𝑥𝑖1 − 𝜇̂𝑘1)(𝑥𝑖𝑝 − 𝜇̂𝑘𝑝) ⋯ (𝑥𝑖1−𝜇̂𝑘𝑝
)

2
) 

Σ̂ =
1

𝑛 − 𝑘
Σ𝑛=𝑘

𝐾 (𝑛𝑘 − 1)Σ̂𝑘 

 

 

For the case of QDA (quadratic discriminant analysis) 

𝑓𝑘(x) =  
1

(2𝜋)𝑝/2|Σ𝑘|1/2
exp (−

1

2
(𝑥 − 𝜇𝑘)𝑇Σ−1(𝑥 − 𝜇𝑘)) 

P𝑘(𝑥) = 𝑃( 𝑌 = 𝑘 ∣ 𝑋 = 𝑥 ) =
𝜋𝑘𝑓𝑘(𝑥)

Σ𝑙=1
𝑘 𝜋𝑙𝑓𝑙(𝑥)

∝ 𝜋𝑘𝑓𝑘(𝑥) 

𝑙𝑜𝑔𝑝𝑘(𝑥) 

= log(π𝑘) + 𝑙𝑜𝑔𝑓𝑘(𝑥) 

=  𝑙𝑜𝑔𝜋𝑘 −
1

2
𝑙𝑜𝑔|Σ𝑘| −

1

2
(𝑥 − 𝜇𝑘)𝑇Σ𝑘

−1(𝑥 − 𝜇𝑘) + 𝑐𝑜𝑛𝑠𝑡. 

=  𝑙𝑜𝑔𝜋𝑘 −
1

2
𝑙𝑜𝑔|Σ𝑘| −

1

2
{𝑥𝑇Σ𝑘

−1𝑥 − 𝑥𝑇Σ𝑘
−1𝜇𝑘 − 𝜇𝑘

𝑇Σ𝑘
−1𝑥 + 𝜇𝑘

𝑇Σ𝑘
−1𝜇𝑘} + 𝑐𝑜𝑛𝑠𝑡. 

=  𝑙𝑜𝑔𝜋𝑘 −
1

2
𝑙𝑜𝑔|Σ𝑘| −

1

2
{𝑥𝑇Σ𝑘

−1𝑥 − 2𝜇𝑘
𝑇Σ𝑘

−1𝑥 + 𝜇𝑘
𝑇Σ𝑘

−1𝜇𝑘} + 𝑐𝑜𝑛𝑠𝑡. 

= 𝑙𝑜𝑔𝜋𝑘 −
1

2
𝑙𝑜𝑔|Σ𝑘| − 𝑥𝑇Σ𝑘

−1𝑥 + 𝜇𝑘
𝑇Σ𝑘

−1𝑥 −
1

2
𝜇𝑘

𝑇Σ−1𝜇𝑘 + 𝑐𝑜𝑛𝑠𝑡. 

δ𝑘(𝑥) =  𝑙𝑜𝑔𝜋𝑘 −
1

2
𝑙𝑜𝑔|Σ𝑘| − 𝒙𝑻𝚺𝒌

−𝟏𝒙 + 𝜇𝑘
𝑇Σ𝑘

−1𝑥 −
1

2
𝜇𝑘

𝑇Σ𝑘
−1𝜇𝑘 

The Bayes classifier for QDA 

=  δ̂𝑘 (𝑥) =  𝑙𝑜𝑔𝜋̂𝑘 −
1

2
𝑙𝑜𝑔|Σ̂𝑘| − 𝒙𝑻𝚺̂𝒌

−𝟏𝒙 + 𝜇̂𝑘
𝑇Σ̂𝑘

−1𝑥 −
1

2
𝜇̂𝑘

𝑇Σ̂𝑘
−1𝜇̂𝑘 

Because of the term 𝒙𝑻𝚺̂𝒌
−𝟏𝒙, the Bayes′ classifier is not linear and it is exact quadratic. 


