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For case of LDA (linear discriminant analysis)

X = (Xl,Xz, . Xp) is drawn from a multivariate normal distribution.

X ~ N(u,2).Here E(X) = u is the mean of X, and Cov(X) = X is the p X

p covariance matrix of X. The multivariate normal density is defined as
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For the case of QDA (quadratic discriminant analysis)
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The Bayes classifier for QDA
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Because of the term fo‘.,le, the Bayes' classifier is not linear and it is exact quadratic.



