Advanced Probability I, 2013 Fall, Final exam

Name:

1. Consider the CUSUM process SH=Z(Xi—mp) for the binomial random

i=1
iid
variables X;, i=12...n ~Bin(m,p). The process is out-of-control at time
n if max |'S, > c/mnp(l—p) occurs. Choose c such that the probability of the

out-of-control is less than « at all n.

2. Demonstrate with 2 examples that Fubini’s theorem often simplifies the
calculations of some integration.
1)

2)



iid
3. Let X,, i=12..n ~cdf F definedon (Q,F,P). Letthe ecdf be

Fn(X!w):%il(w,x](xi(CO)), XxeR.

1) State the Glivenko-Cantelli theorem

2) Define x, =F7(k/m), meN, 1<k<m,and
Dm,n (60) = mEiX{| I:n(Xm,k ) a)) - F(Xm,k) |V | Fn(Xm,k_’ a)) - F(Xm,k_) |} .

For fixed m, verify that limD, (@) =0 with probability one.

3) If X, <X<X,, find the upper and lower bounds for F (x,®)-F(x) in

terms of D, (@) and m. [Hint: F(x,,—)—F(X,,)<1/m]

4) Prove the Glivenko-Cantelli theorem.



iid

4. Let Y, i=12.. ~¢(y), where ¢(y) is the pdf of standard normal

iid

distribution, and 3, =o(Y,,...,Y,). Also, let Y,, i=12... ~¢(y—A) for some
A#0.

I) Calculate the likelihood ratio ( X,) which is martingale w.r.t. 3. under some
probability measure.

i) Prove that (X,,3,) is martingale by using properties of the normal

distribution. [e.g., use the mgf of N(0O, 1)].



iid iid
5 Let X,,...,X,~N(u,1) and Y,....,Y,~N(z,1) , where X, LY, for
Vi=1...,n. Suppose that (u,, s ) are unknown. We wish to estimate an
unknown parameter 6 =P(X,<Y,).

1) Find a consistent estimator 6 of 6.
2) Prove the consistency of 6.
3) Derive the convergence in distribution of +/n(0-6).



6. Let X, and Y, be sequences of random variables with X —"—x and
Y —F>y. Let acR and beR be constants (not necessary positive).

Show that aX, +bY,—=—>@ forsome #eR.



Answer 1:

By the maximal inequality (theorem 22.4),
P max | S, [>cymnp(l-p) ]

1 1 .
< e 7 = gy ™ P =

Setting 1/c? =a, we have c=1/a .

Answer 3:

1) sup|F, (x,@)—F(x)|—>0 with probability one.

2) By the SLLN, Iinm F,(Xp @) = F(X,,) with probability one for fixed x_
By the continuous mapping theorem  with f(x,y)=xvy
Iign{Fn(xmvk,a))—F(xmvk) |V I F,(Xqx— @) — F(X,,,—) [}=0 with probability one.
Again by the continuous mapping theorem f(x,...,X,)= max(x ),
Iign Dyn(@)=0.

3) Note that F(x,,—)—F(X,)<l/m.If x ., <x<x,

I:n (Xva)) < l:n (Xm,k B a)) = Fn (Xm,k ™ a)) - F(Xm,k _) + l:(Xm,k _)
<D, ,(@)+F(x,—)<D,,(0)+1/m+F(x, )
<D, ,(@)+1/m+F(x)

Similarly, F (x,@)>-D,  (@)-1/m+F(x).Hence,
Dpn(@)-1/m<F (X,0)-F(x)<D, (@) +1/m.

4) Take limit in the previous inequality (omit).

Answer 4
Py, — _ln RY: ln 2
115 A3 ‘exp{ 2207 +2§y‘}

= o {Ag(yi ‘%)}



E[Xn+1 |Sn] = E|:eXp{AnZ+i[y| _%j}

i=1

.
el ool ol Senlo

=Xnexp[ %]E[exp Ay, J]=X exp(—A—j [expiay, ]

:Xnexp( A—Zj (—Zj ( mgf of N(0,1) )

Answer 5:

1) Since X,-Y, ~ N(uy —14,.2) 9:P(xl—vls0)=cp(%)

Let é:d{%)where )?:%iz:xi and V:%Z:Yi.
2) Notethat X —F—p,, Y —"—> 4, . Slutsky’s theorem is that

a) If X, —25X and Y,—>a,then XY —{->aX

b) If X,—%2>X and Y,—>a,then X +Y,—1>a+X.

¢) If X,—%>a and Y,—"—b, then, X +Y —">a+b.

Y-X o m—iy
V2 V2

By the continuous mapping theorem with h(x) = ®(x),

Y-X| » ,Uy_ﬂx} P
o > . Hence, 6——6.
{ V2 } { V2

3) Bythe CLT,

Y - Xy =y Yi-Xi—( = 1) 4 o OxtOu
f( ] Z N =1,

By a) and ¢),

V2 V2 = J2
We apply the delta method with g'(x) = ¢(x). Since

¢(ﬂv\/—§ﬂxj: \/;_”exp{_ (4 _4/Jx)2},

)l oflnf 2




