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3. Theory 

Figure 1 shows an example of left-truncated data that 

appears in a field reliability study on the lifetimes of 

brake pads of automobiles (Kalbfleisch and Lawless 

1992). The brake pads have a measure of failure time, 

which is the number of kilometers driven before the 

pads are broken. 

,  

•New results for the formulas of the inclusion          

probability         is obtained under the copula model. 

•we propose the randomized-Newton-Raphson algorithm 

for maximizing the log-likelihood. 

•we found that there is weak positive dependence 

between two variables. This implies that the results of 

Kalbfleisch and Lawless (1992) that assumed 

independence are questionable. 
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Abstract: Traditional statistical methods for left-truncated lifetime data rely on the independence assumption regarding the truncation variable. However, 

the dependence between a lifetime variable     of interest and its left-truncation variable     usually occurs in many real data from reliability and biomedical 

analysis. In this paper, we propose a copula-based dependence model between    and     with the marginal distributions specified by parametric models. 

Then we consider the maximum likelihood estimator (MLE) under the copula-based dependence model. To calculate the MLE, explicit formulas of the 

inclusion probability                            and its partial derivatives are obtained under the Clayton  copula and Weibull marginal model, which are new results 

in this paper. Then we derive explicit expression for the randomized-Newton-Raphson algorithm for maximizing the log-likelihood. We perform 

simulations to verify the correctness of the proposed. We illustrate our method by real data from a field reliability study on the lifetimes of brake pads. 
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             Traditionally, most literature on the truncated 

data consider statistical estimation by  assuming  that          

and    are independent. However, the dependence 

usually occurs in many real data.   
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3. Likelihood construction 

A  copula  is   a   bivariate  function                            

with uniform margins, where    is a parameter control 

the degree of dependence. Let               and                 be 

the marginal distributions of      and    , where      and            

is a vector of parameters. We propose to model the 

dependence  between    and     by a copula function. 

Consider the bivariate copula model defined as  

 

 

Then we can drive the density function of  as 

 

 

where                and                  are  marginal   density  

of      and    ,                                                    . 
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Given    the    observed    data                                                                                                      

subject to               , the likelihood function has the form 

 

 

where                 

 

(inclusion probability). 

       We hope that there is a simple form of         . Then 

it is more easy to perform likelihood inference.  
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Lemma:  [p.301 of  Khuri (2003)] 

Let      and      be real numbers with                                     

Let                   ,  where  

                                                For  fixed                      let  

                                                                       If          and 

             are continuous in     , then 
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4.  Full parametric model 

We consider the Clayton copula 

 

 

Assume                                                                       and 

                                                     (Weibull lifetime). 

Then the inclusion probability is 
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5.  “Randomize” Newton-Raphson 
It is well-known that Newton-Raphson algorithm is 

sensitive to the initial values. To stabilize the algorithm, 

we propose the randomized algorithm for Newton-

Raphson algorithm (Hu and Emura 2015).  

Step 1. Choose initial value                                       . 

Step 2. Repeat the following iterations,  

 

where   

                                                            (Hessian matrix),   

 

                                                           (Score vector). 

 

• If                          , then and hessian matrix is 

negative define, then stop.           is the MLE.  

• If                                    replace                                        

     where  
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6.  Simulations 

Simulation results under the Clayton copula with Weibull 

margins based on 1000 repetitions. ).,,,,( XLXL θ

Theorem: Assume that the inverse functions of 
                 and                    exist. Then  

 

 

where           

 

and where  

 

 

is  called  h-function . (Schepsmeier   and             2014) beroSt 

7.  Data Analysis 
We analyze the lifetimes of brake pads data (Kalbfleisch 

and Lawless 1992).  Data size is 98. We consider two 

models which are the Clayton copula with exponential 

margins and Weibull margins. To compare the two models, 

the Akaike information criterion (AIC) and the Bayesian 

information criterion (BIC) are adopted for model 

selection. The preferred model is the one with minimum 

AIC (BIC) value, given by  

 

Results are summary in the following table.  
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