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ABSTRACT: In applied statistics, the continuity correction is useful when the binomial distribution is approximated by the normal distribution.
In the first part of this thesis, we review the binomial distribution and the central limit theorem. If the sample size gets larger, the binomial
distribution approaches to the normal distribution. The continuity correction is an adjustment that is made to further improve the normal
approximation, also known as Yates’s correction for continuity (Yates, 1934; Cox, 1970). We also introduce Feller’s correction (Feller, 1968) and
Cressie’s finely tuned continuity correction (Cressie, 1978), both of which are less known for statisticians. In particular, we review the
mathematical derivations of the Cressie’s correction. Finally, we report some interesting results that these less known corrections are superior to
Yates’s correction in practical settings.

Theory
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Definition (Casella and Berger 2002)

Let be a random variable with
probability density function .The moment
generating function (mgf) of , is
if the expectation exists for all in
for some If the expectation does not exist in
a neighborhood of 0, we say that the moment
generation function does not exist.
If is continuous, we can write the mgf of as

and if is discrete, we can write the mgf of as

Now we calculate the mgf’s of

The expectation exists for all in for
any Thus, the moment generating function is
exist.
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Continuity correction

A continuity correction is an adjustment that is
made when a discrete distribution is approximated
by a continuous distribution. Since the binomial
distribution is discrete and normal distribution is
continuous, it is common practice to use
continuity correction in the approximation. The
most popular continuity correction is the Yate
correction (Yates, 1934; Cox, 1970)

Another continuity correction is the Feller
correction (Feller, 1968)

.
)1(

0.5
)( 











pnp
npk

kFX

.
)1(

0.3
)( 











pnp
npk

kFX

d

We wish to approximate,
by

Typically the value of chosen to be
(Yates, 1934; Cox, 1970). Cressie (1978)
proposed a method to improve continuity
correction of
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Design

The parameter is the probability of an event.
The parameter is the number of trails. The
cumulative distribution function is

Let be a random variable having a probability
function
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The mean and variance of are
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are independent Bernoulli random variable with

pX j  1)0Pr( and .)1Pr( pX j 
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We choose pairs of for numerical
analyses. We follow the rule or

by Emura and Lin (2015)
to choose the value of . For fixed
and we try to find such that

This yields

We consider and
The absolute error of the distribution
function,

where without continuity correction,
with Feller’s correction, with

with Yates’s correction, and
with Cressie’s

finely tuned correction.

We choose the boundary of the rule.
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that is,

Since is a sequence of independent
and identically distribution and mgfs exist, so we
can use Central Limit Theorem (Casella and
Berger 2002), if the sample size is sufficient large.
The binomial distribution can be approximated to
the normal distribution.

the distribution of will be normal and for large
approximately normal,

where
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Let be a sequence of independent and
identically distribution random variables whose
mgfs exist in a neighborhood of 0. Let
and define Let denote the

cumulative distribution function of
Then, for any

Central Limit Theorem 
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Cressie’s finely tuned continuity correction 


